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ABSTRACT
Forecasting COVID-19 poses unique challenges due to the novelty
of the disease, its unknown characteristics, and substantial but
varying interventions to reduce its spread. To improve the quality
and robustness of forecasts, we propose a new method which aims
to disentangle time-varying and region-specific factors – such as
enacted policies and mobility – from disease-inherent factors that
influence its spread. For this purpose, we combine deep learning
with a vector autoregressive model and train the joint model with
a novel regularization scheme that increases the coupling between
regions. This approach is akin to using Granger causality as a
relational inductive bias and allows us to train high-resolution
models that borrow statistical strength across regions. Our method
has been deployed since early in the pandemic to assist response
teams and we observe strong performance in forecasting COVID-19
when compared to state-of-the-art forecasts.
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1 INTRODUCTION
Modeling the spread of COVID-19 at a high spatial and temporal
resolution (i.e., confirmed cases at county or admin-3 level) is an
important task in the public health response to the disease. High-
quality forecasts at county-level are not only central to monitor the
state of the pandemic but are also important to efficiently allocate
scarce resources such as ventilators, personal protective equipment,
and ICU beds; as well as to making progress towards early detection
systems.
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However, forecasting COVID-19 poses unique challenges – espe-
cially when considering confirmed cases at high spatial resolution.
Although there has been considerable progress towards under-
standing the disease process, there still exists only limited data and
knowledge about important factors that influence its spread. Due
to the global nature of COVID-19, the disease occurs also among
regions with substantially different properties, many of which may
affect its spread and which change over time. This includes, for
instance, demographics and population densities, enacted policies,
adherence to those policies, mobility patterns, and geographic fea-
tures such as temperature and UV radiation. In addition, testing
and reporting can vary significantly across regions and time. All
these factors lead to considerable variability and uncertainty in
the data and make reliable forecasting at high spatial resolution
difficult (see also fig. 1a-b). This is further exacerbated by the larger
amount of noise in county-level data.

To alleviate these issues, we propose a new method for predict-
ing time-varying disease processes that combines recurrent neural
networks with a vector autoregressive (VAR) model and a novel
regularization scheme. Our approach is motivated by two main
aspects: First, we seek to develop a model which can use covariate
data like mobility to estimate the time-varying force of infection of
the disease. Basing this on recurrent networks allows us to develop
an end-to-end differentiable model which is able to make efficient
use of the limited available data while providing enough flexibil-
ity to capture the large variability of cases across locations and
time. However, while such flexible models are needed to account
for possible factors the influence the spread of the disease, there
exists only little data to estimate them reliably and without overfit-
ting. For this reason, we seek, second, to disentangle region- and
time-specific factors from disease-inherent factors that influence
its spread. This allows us to borrow statistical strength between
regions by coupling their predictions. Moreover, it allows us to
develop a relational inductive bias akin to Granger causality that
improves the quality of the time-varying component of the model
(based on the assumption that information about the spread in
region j can help to improve predictions for a related region i once
a model has correctly accounted for region-specific dynamics). For
this purpose, we introduce also a novel regularization scheme to
control the number of Granger-related time series in a VAR model.

Compared to existing state-of-the-art forecasting models, our
method takes a highly data-driven approach with fewer modeling
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Figure 1: a) Growth of confirmed cases on the example of New York and
Florida. Each line represents one county. For yt denoting the number of
cases at time t , growth rate is computed as (yt+1−yt )/yt . b) Overdispersion
of daily case counts in US states and counties with most number of cases.
c) The Logit-Normal distribution is a probability distribution of a random
variable whose logit has a normal distribution, i.e., ϕ(N(µ , σ )). As σ → ∞

the Logit-Normal exhibits samples close to 0 and 1.

assumptions as, for instance, in very detailed compartmental mod-
els. Our method has been deployed since early in the pandemic to
support response teams and has been very successful in forecasting
the spread of the disease with high spatial and temporal resolution
under real-world conditions. The full implementation of our model
is open-source and available at anonymized.

2 NEURAL RELATIONAL AUTOREGRESSION
We consider the forecasting ofm time series where interventions
and regional factors lead to varying realizations of the same un-
derlying disease process. In particular, let Y = {(y1i , . . . ,y

T
i )}

m
i=1

denote observed case counts where i indexes locations and where
T denotes the maximum observation time. Furthermore, letY(τ ) =
{(yti : t ≤ τ )}mi=1 denote tobserved case counts up to time τ ≤ T .
We then model the number of confirmed cases as random variables

Y t+1i | Y(t) ∼ f (λti )

where λti denotes the force of infection at time t in location i; and
where f (x) denotes a probability distribution for count data with
parameter x (e.g., a Poisson or Negative Binomial distribution).

Due to different interventions during the pandemic, we regard
Y as a time-varying process that is influenced by external factors
such as policies (e.g., lockdowns) and behavior (e.g., mobility, mask-
wearing). For this reason, we decompose λti into a time-specific
component βti and a time-indepedent component λi such that

λti = β
t
i λi where βti ∈ [0, 1], λi > 0 (1)

Hence, βti can be understood as a dampening factor that models
the effect of interventions on the underlying force of infection λi
and depends on time and location. While some influencing factors
for the evolution of βti might be known (e.g., mobility, population
density, etc.), we assume that the full set of influencing factors is
unknown and will regard βti as a latent variable. Using this decom-
position, we then model the time-independent force of infection as

a autoregressive model of order p, i.e.,

AR(p) : λi =
p−1∑
ℓ=0

wℓyt−ℓi (2)

where {wℓ > 0}p−1l=0 are the parameters of the model which are
shared across locations i . For the time-depdendent dampening βti
we employ recurrent neural networks (RNNs; [5, 6, 14]) such that

RNN : βti = fθ ({x
k
i }

t
k=0) (3)

where θ are the parameters of the network which are again shared
across locations and where {xki }

t
k=0 denote observed input features

to the RNN (e.g., mobility in location i at time k).
By combining a rigid AR model with a flexible RNN that can

model the evolution of βti , this decomposition is a first step to-
wards separating time-independent and time-varying aspects of
the disease process. However, limited data about the spread of
COVID-19 makes it challenging to estimate the parameters of the
model without overfitting — especially for high-capacity RNNs. We
seek therefore an inductive bias which allows us to estimate βti
from few observations.

Relational Inductive Bias. Since all regions are affected by the
same underlying process, we assume that we can borrow statistical
strength between regions and use information about the spread
in region i to help predict the spread in region j – once we have
accounted for time- and location-dependent dynamics. A good
model of βti should therefore help to improve the predictions of
yt+1i /βti from cases in regions ytj where i , j. We interpret this as
an inductive bias akin to Granger causality [13] and extend eq. (2)
to a vector autoregressive (VAR) model. For VAR, it is known that
Granger causality is directly linked to the coefficients of the model.
In particular, let

VAR(p) : λi =
p−1∑
ℓ=0

m∑
j=1

wℓ
i jy

t−ℓ
j (4)

be a vector autoregressive model of order p. A time series yj is
then Granger-causing yi if and only if wi j , 0 [29]. For causal
discovery, coefficients wi j are therefore often regularized using
ℓ1-penalty terms to remove spurious relations. Here, we take the
opposite approach and seek solutions in which many time-series
can be considered to be Granger-causally related. This serves as an
inductive bias to learn goodmodels for the time-varying component
βti . However, we do not force all time series to be related since this
is likely an unrealistic constraint. Instead, our goal is to define a
model which allows us to specify a budget (or ratio) of time series
that we assume to be related.

For this purpose, we propose a novel regularization scheme for
VAR models in which the coefficientswi j are drawn from a Logit-
Normal distribution [2] for all i , j. This allows us to specify a
prior on the proportion of related and unrelated time series as fol-
lows: Let ϕ(·) denote the logistic function, let ∀i , j : wi j = ϕ(αi j ),
and let N(µ,σ 2) denote the Normal distribution with mean µ and
variance σ 2. For appropriate hyperparameter choices (i.e., high
variance distributions where σ > 3.2) the Logit-Normal distribu-
tion exhibits samples close to 0 and 1. Consequently, this allows us
to regularize models such that they learn adjacency-like matrices

anonymized
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wi j = ϕ(αi j ) which either fully include or exclude Granger-causal
relations between any region in the data. Furthermore, the number
of non-zero entries in wi j , i.e., the ratio of related and unrelated
time series, can be controlled through the mean of the Logit-Normal
prior (see also fig. 1c). Putting everything together, we model then
the time-varying force of infection as

β-AR(p) : λt+1i = βti

p−1∑
ℓ=0

m∑
j=1

wℓ
i jy

t−ℓ
j (5)

αi j ∼ N(µ,σ 2) ∀i , j

Likelihood and Parameter Estimation. Count data is naturally
modeled using Poisson distributions. However, COVID-19 case
counts exhibit substantial overdispersion, i.e., the variance of ob-
served counts can significantly exceed their mean (see also fig. 1b).
For this reason, we model case counts using the Negative Bino-
mial distribution what allows us to account for varying degrees of
overdispersion [22]. Specifically, we set

yt+1i ∼ NB(λti ,νi )

where λti and νi are mean and dispersion parameter of the distribu-
tion and λti is modeled using eq. (5).

To estimate the parameters of the model, we regularize the log-
likelihood of the model such thatwi j is drawn from a Logit-Normal
distribution with location µ and scale σ . Let θ denote the model pa-
rameters (i.e., VAR parameters αi j , dispersion parameters νi , as well
as the parameters of the RNN) and let pθ (y) denote the likelihood
function of the β-AR model. Furthermore, let q denote the prior
normal distribution for αi j . To estimate the model parameters from
observed time series Y, a natural approach would be to maximize
the regularized log-likelihood

max
θ

∑
y

logpθ (y) + γΩ(θ )

where Ω(θ ) =
∑
i j

logq(αi j | µ,σ ). (6)

and regard µ,σ > 0,γ as hyperparameters which allow us to control
the ratio of related time series and regulariztion strength. However,
for high-variance Logit-Normal distributions (which are required
to sample approximate {0, 1} values), this approach is ineffective.
This is because the regularization term is equivalent to

logq(ai j |µ,σ ) ≈
1
σ 2

(ai j − µ)2 (7)

such that it has little regularizing effect as σ → ∞. Moreover,
the moments of the Logit-Normal have no closed-form expression
in terms of µ such that it is difficult for a practitioner to specify
hyperparameters that lead to the intended ratio of related time
series. For this reason, we use a different approach and directly
regularize the sample mean of ϕ(ai j ) by replacing Ω in eq. (6) with

Ω(θ ) =
©­« 1
m2

∑
i , j

ϕ(αi j ) −ψ
ª®¬
2

(8)

where ψ ∈ [0, 1] is a hyperparameter that specifies the desired
ratio of related time series. It is straightforward to regularize the
variance of the Logit-Normal distribution in a similar way (see suppl.

material). However, we have found that it is not necessary to include
such a term in the objective as even without explicit regularization
the values end up concentrating near {0, 1}. This is because non-
regularized αi j s can be interpreted as samples from a uniform
distribution which approximates well a Normal distribution with
high variance.

Since eq. (6) is end-to-end differentiable we can jointly estimate
the parameters of the entire model using gradient-based optimiza-
tion. We compute gradients via automatic differentiation using the
PyTorch framework [27]. To maximize eq. (6) we use the stochastic
optimization method Adam [16]. However, we have found that the
adaptive updates of Adam do not work well for the regularization
term. For this reason we take an approach similar to AdamW [23]
and compute non-adaptive gradient updates of the regularization
term Ω. The gradient for these updates can be computed in closed
form via

∂

∂αi j
Ω =

2(ϕ(αi j ) −ψ )eαi j

m2(eαi j + 1)2
(9)

3 RESULTS
We evaluate the quality of our method compared to multiple state-
of-the-art forecasts of confirmed cases on county-level in the United
States. For comparison, we collected all forecasts fromnon-ensemble
models that have been submitted to the COVID-19 Forecast Hub
(CFH). See tables 2 and 3 in the appendix for a full list of compari-
son models and datasets used to train our model. All datasets are
publicly available, de-identified, and aggregated at county- or state-
level. To compute forecasts using our model, we use the following
fully automated model selection scheme: For each forecast date d ,
we perform cross-validation by holding out 41 days of validation
data and train the model on the remaining data. We then select
the best hyperparameters as measured by MAE on the held out
validation set and retrain the whole model with those hyperpa-
rameters on the combined training and validation set to compute
the final forecast. When computing the forecasts, we hold all ad-
ditional input data (e.g., symptom survey, mobility, weather, etc.)
constant after the last observed day d . For data that only exists at
the state-level, we use the state-level value for each county.

Forecast quality. Comparing the quality of forecasts from the
CFH in a robust way is non-trivial. Since teams submit their fore-
casts in varying intervals and on different dates, averaging error
metrics such as MAE across dates is not meaningful. The difficulty
of forecasting varies considerably depending on the specific day
that a forecast has been submitted such that a date-averaged metric
is easily dominated by the dates of submission. Instead, we compare
the relative performance of each forecast to all other forecasts sub-
mitted on that same day. For this purpose, we compute the average
normalized rank for each model, which is computed as follows. Let
rd (m) denote the rank of modelm among all submissions on day
d when ranked by an error metric such as MAE. Furthermore, let
Rd denote the total number of submissions on day d and let Dm
denote the set of submissions for modelm. We compute then the
average normalized rank (ANR) for each model via

ANR(m) =
1

|Dm |

∑
d ∈Dm

rd (m) − 1
Rd − 1

∈ [0, 1] (10)
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Figure 2: a) Averaged normalized rank based on RMSE for each model for different forecast horizons (lower is better). b-d) Average MAE for two to four
weeks forecast horizons (epiweeks) for all models submitted to the COVID-19 Forecast Hub. β -AR model is indicated in blue, average MAE for all models is
indicated in black. Red line indicates start of vaccinations in the US.

Table 1: Correlation of β -AR forecast errors with demographic properties of counties. Worst case correlations among all other forecasts from the COVID-19
Forecast Hub are reported in parantheses for comparison.

Population Race/Ethnicity % Education % Income %

Non white Asian Black Latinx Native American Non college Below Poverty

MAE 0.119 0.278 0.043 0.17 -0.027 -0.164 -0.029
(0.23) (0.363) (0.15) (0.355) (0.042) (-0.217) (0.08)

Mean Error 0.026 0.002 0.018 0.026 0.007 0.038 0.028
(-0.113) (0.318) (-0.061) (0.211) (-0.037) (-0.166) (0.065)

Figure 2a shows the forecast quality of our model (blue) when
measured by ANR compared to all other COVID-19 Forecast hub
models over the entire time period from July 2020 to April 2021.

It can be seen that the proposed β-AR model shows strong perfor-
mance and is the best performing model across all forecast horizons
according to ANR. Figure 2b-d, which shows the MAE of all models
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Figure 3: a-c) Relative Improvement (MAE and RMSE) of the β -AR model compared to a models with no Logit-Normal regularization, Poisson regression
instead of Negative Binomial, and a non-relational variant. d) Ratio of expected social connectedness of related and unrelated counties (E[s+]/E[s−]) in the
learned β -AR models. Solid lines indicate smoothed ratio (7 day window), dotted lines indicate non-smoothed ratios.

per day, further illustrates this property. It can be seen that our
model shows again strong performance and is generally the best
or among the top forecasts across the entire evaluation period and
for all forecast horizons. A time period where our forecasts are not
among the best models is briefly at the end of January 2021 where
its performance is equal to the average forecast submitted to the
CFH. This coincides with the beginning of vaccinations in the US
whose effect on the spread of the pandemic would start to materi-
alize around that time. A possible conjecture of this observation
is that our model required time to adjust to the change in disease
dynamics that was introduced through vaccinations. However, as
can be seen by the results in February and March, the model per-
formed this adjustment quicky and was very soon among the top
performing forecasts again.

Fairness. As forecasts can inform policy and resource allocation
decisions during the pandemic, a key question is whether forecasts
are similarly accurate across counties with different demographic
characteristics in order to minimize the potential for unfair distribu-
tion of those resources. Such evaluation of machine learning models
is especially important when they are used to inform real-world
decisions. To analyze this aspect of our forecasts, we correlate the
error of forecasts with demographic properties of counties related
to income (e.g., percent of residents below poverty level), education
(e.g., percent of non-college educated residents), and race and eth-
nicity (e.g., percent of non-white population) as published by the
US Census Bureau’s American Community Survey1. Table 1 shows
the correlation of MAE with these quantities. We also report Mean
Error (yti − ŷ

t
i ) as under-predicting cases is relevant in the context

of resource allocations and would be masked by MAE. It can be
seen that the error of our forecasts have low correlations with all
demographic aspects listed here and that the low correlations for
Mean Error do not indicate systematic under- or over-prediction.
To compare with other available forecasts, we evaluated the same
correlation on predictions that are available through the CFH. We
found that the low correlation of error and demographic proper-
ties holds for most but not for all of them (see also table 1). Note
that there may be other (unmeasured) demographic properties of

1https://www.census.gov/programs-surveys/acs

counties for which the correlations may look different. It should
also be noted that there may be confounding factors such as under-
reporting issues in marginalized communities that would imply
a bias in the reported case counts. As we are open-sourcing our
model, we encourage every user to perform similar analyses for
their specific use-cases and forecasting regions.

Ablations. In addition to comparisons against state-of-the-art
forecasts, we also evaluate the contributions of different aspects of
our model to gain insights into their relative importance. Specif-
ically, we are interested in the contributions of the novel Logit-
Normal regularization method, the Negative Binomial regression,
and the relational approach in general. In all cases, we report the
improvement in terms of the relative difference for MAE and RMSE,
i.e., MAEAblation −MAEFull model.

To evaluate the contributions of the Logit-Normal regulariza-
tion, we trained a model where we fix the corresponding reqular-
ization parameter to 0 and compared its forecast quality to the
standard model where the hyperparameter has been selected via
cross-validation. fig. 3a shows the results of this comparison. It can
be seen that the Logit-Normal regularization can be very beneficial
to improve forecast quality. It provides substantial improvements
for both MAE and RMSE and especially for longer forecast horizons.
This supports our motivation that regularizing the β-AR model
through a Granger-like approach improves the generalization prop-
erties of the RNN and stabilizes the forecasts.

To evaluate the contributions of the Negative Binomial distribu-
tion, we compared it to a model where cases are modeled using a
standard Poisson distribution. It can be seen from fig. 3b, that the
NB likelihood also improves the quality of the model substantially
for all forecast horizons. This supports our motivation that the
NB distribution can better account for the random variability in
the observed data, while the rigid Poisson likelihood causes the
(recurrent) model to overfit to these variations.

To evaluate the contributions of the relational approach in gen-
eral, we trained additional models where we disabled the relational
part by setting ∀i , j : wi j = 0. It can be seen from fig. 3c that
the full model offers again substantial improvements over the non-
relational model as the forecast quality grows exponentially with

https://www.census.gov/programs-surveys/acs
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the forecasting horizon. While the non-relational model can offer
acceptable forecasts for 1-2 days, it quickly deteriorates with larger
horizons. This shows the importance of the relational component
for disentangling the different growth factors and learning high
quality models.

Adjacency Structure. In addition to these ablations, we analyze
the structure of the learned adjacency matrix ϕ(αi j ). While we
found some correlation with spatial distance, we found a stronger
connection to the social connectedness of counties. To illustrate
this property, we employ the Social Connectedness Index (SCI)2
which provides for each pair of counties a score si j capturing the
social connectedness of both counties according to their relative
frequency of friendships on Facebook [4]. To evaluate whether our
learned adjancency matrix captures this structure, we group coun-
ties as related if ϕ(αi j ) > 0.5 and not related otherwise (we also
remark that ϕ(αi j ) are approximately bimodal at 0 and 1). Then we
calculcate the expected social connectedness using values from SCI
of related counties (E[s+]) and unrelated counties (E[s−]) according
to our model. It can be seen from fig. 3d that the expected social
connectedness of related counties is between 2-8 times higher than
that of unrelated counties. Moreover, the Logit-Normal regular-
ization leads to higher social connectedness ratios what can also
explain its contributions to model quality.

4 CONCLUSION
To improve the quality and robustness of COVID-19 forecasts, we
propose a new method which aims to disentangle time-varying
and region-specific factors – such as demographics, policies, and
mobility – from disease-inherent factors that influence its spread.
For this purpose, we combine deep learning with VAR and train
the joint model with a new regularization scheme that increases
the coupling between regions. In our experiments, we observe that
our method achieves strong performance in forecasting COVID-
19 when compared to state-of-the-art models. Our method takes
a highly data-driven approach with fewer modeling assumptions
as, for instance, in mechanistic compartmental models. As such,
we see our approach as complementary to existing models with
focus on strong forecasting performance at the cost of reduced
interpretability.
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Table 2: Data sources for β -AR.

Dataset Source Resolution

Confirmed Cases The New York Times [33] County
Confirmed cases based on reports from state & local health agencies

Symptom Survey CMU COVIDcast [9] County, State
Facebook Data for Good [8]
Prevalence of COVID-like symptoms, mask-wearing, and vaccinations
from self-reported surveys

Movement Range Maps Facebook Data for Good [7] County, State
Mobility metrics related to physical distancing measures
(change in movement and staying put)

Community Mobility Google [12] County, State
Movement trends across different categories of places
(retail and recreation, groceries and pharmacies, etc.)

Doctor visits CMU COVIDcast [9] County, State
Percentage of COVID-related doctor’s visits in a given location

Testing The COVID Tracking Project [32] State
Total number of COVID PCR tests per state

Weather NOAA GHCN [24] County
Average, minimum, maximum temperature & rainfall per county

Table 3: Forecasting models for confirmed cases on county-level from the COVID-19 Forecast Hub. (https://github.com/reichlab/covid19-forecast-hub)

Group Model

Center for Disease Dynamics, Economics & Policy CDDEP-SEIR_MCMC [18]

Columbia University CU-* [28]

COVID Alliance at MIT MITCovAlliance-SIR [3]

Federal Reserve Bank of San Francisco/Wilson FRBSF_Wilson-Econometric [36]

Google and Harvard University Google_Harvard-CPF [1]

Iowa State University Lily Wang Research Group IowaStateLW-STEM [35]

Johns Hopkins University and University of North Carolina JHU_UNC_GAS-StatMechPool [21]

Johns Hopkins University Applied Physics Lab JHUAPL-Bucky [17]

Johns Hopkins ID Dynamics COVID-19 Working Group JHU-IDD_CovidSP [20]

Los Alamos National Labs LANL-GrowthRate [26]

Microsoft Microsoft-DeepSTIA [11]

Oliver Wyman OliverWyman-Navigator [19]

One Quiet Night OneQuietNight-ML [15]

Pandemic Central PandemicCentral-USCounty [10]

Robert Walraven RobertWalraven-ESG [34]

SUNY Upstate and SU Covid-19 Prediction Team UpstateSU-GRU [37]

UCLA Statistical Machine Learning Lab UCLA-SuEIR [38]

University of Georgia CEID-Walk [25]

University of Massachusetts Amherst UMass-MechBayes [30]

University of Southern California Data Science Lab USC-SI_kJalpha [31]

https://github.com/reichlab/covid19-forecast-hub
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